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Needs / Issues Motivations Solution

S Addressing problems related to
Tracking individuals : .

itiol « Security (advanced surveillance
across multiple camera system)
views presents « Behavior Analysis (behavior pattern, o
challenges that D emotion recognition) D Person Re-ldentification
traditional tracking - Human Flow Analysis (crowd
algorithms often fail to management, simulation)
address. « Origin-Destination (OD) Survey
(tracking and analyzing movement)
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Research Background

® Security

Crime Prevention CCTV (UK)
Source: Calipsa

Crime Prevention CCTV using Person Re-ld (China)

Source: Financial Times

Tokyo to Install 22,000 Security Cameras
on Metro in Advance of 2020 Olympics

East Japan Railway Co., or JR East, plans to install about 22,000
security cameras as part of efforts to increase public safety and
security before the 2020 Olympics

By Jessica Davis | Mar 12, 2019

East Japan Railway Co., or JR East, has announced plans to increase the number of
security cameras at stations in and around Tokyo and set up a department to monitor
the cameras 24/7. The cameras are part of the company'’s plan to increase public safety
and security in the led up to the 2020 Olympics, which will be held in Tokyo.

According to reports, by the time the Olympics open next July, about 22,000 security

-~
cameras will be present near JR East ticket gates and on platforms at about 1,200 "’

Source: Security Today
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https://securitytoday.com/Articles/2019/03/12/Tokyo-to-Install-22000-Security-Cameras-on-Metro-in-Advance-of-2020-Olympics.aspx?admgarea=ht.networkcentric
https://www.ft.com/content/5ec7093c-6e06-11e7-b9c7-15af748b60d0
https://www.calipsa.io/blog/cctv-statistics-in-the-uk-your-questions-answered

Research Background

2 Human Flow Analysis
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Human Flow Analysis at Morioka City (2023~)

Source: https://morioka-machidukuri.jp/
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Human Flow Analysis at Kochi City from (2024~)
Source: https://prtimes.jp/main/html/rd/p/000000003.000145373.html
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https://morioka-machidukuri.jp/
https://prtimes.jp/main/html/rd/p/000000003.000145373.html

Research Background

2 Origin-Destination Survey
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Get off the bus/train
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Integration with edge devices
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<=3 ,1.; TICIfet Gate \_ (3] wp
Jare Adjustment ——
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Takayama Line /"
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Takayama Line

Platform Guide

. ‘ . East Gate
Takayama Line(Up Line) for Mino-ota « Nagoya
Takayama Line(Down Line) for Hida-furukawa * Inotani
@ JRTickets office Ej Wiaiting Room @ Taxi @ Bus m Elevator E Coin Lockers

JR Line Tickets i3 4 X )
m Shinkansen Tickets. Toilets Station Master's Office

* You can pick up tickets for "EX service" at ticket counters.

Analysis within the station platform
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2 Behavior Analysis

Supermarket Layout

Shopping behavior
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Research Background

@ Person Re-ldentification

Search o o G & s
at BN L2 Matchediios
i T e
Query Image Image Gallery "’ 1




Research Background

@ Person Re-ldentification

Person Re-ldentification (RelD) is a computer vision task that focuses on identifying and
matching individuals across non-overlapping camera views distributed at distinct locations.

Person Re-ldentification

Camera

Query Images
. J

Camera #1 Cam-e-ra #2 a‘ér #-3 Camera #4 Camera #5

Q  Identify, track and link individuals across multiple cameras.

Q Facilitating information exchange between cameras to
construct a complete trajectory of an individual's movement.
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Related Work

# Machine Learning Project Tasks

ML Algorithm Dev. 3.0% ML Operationalization 2.0%
ML Model Tuning 5.0% .‘

Data Cleansing 25.0%

ML Model Training 10.0%

Data Identification  5.0% .

Data Aggregation 10.0%

Data Augmentation 15.00\ '. .

Source: Cognilityca (Percentage of Time Allocated to Machine Learning Project Tasks)

Data Labeling 25.0%

Approximately 80% of the total
time is dedicated to data gathering
and preprocessing, which are
crucial steps for ensuring the
success and accuracy of the
model.
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https://www.forbes.com/sites/cognitiveworld/2020/02/02/the-human-powered-companies-that-make-ai-work/?sh=6724624b670c

Related Work 2/ L
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@ Various Person Re-ldentification Methods

Person Re-ldentification (RelD)

| | | |
Supervised RelD @— Generalizable RelD Lifelong RelD Others

Cross-modality RelD

—  Pose-guided RelD Direct Transfer

p
— Attribute-guided RelD _

Long-term RelD

— Spatial-temporal RelD Group RelD

d-—-—-——— e e ==

1
1
1
1
1
1
1
1
1
1
1
1

v

Person Search

Adaptation of the pre- v Continual Learning:
Time-intensive tasks trained model is required Trained on a source learn continuously
required for image to achieve optimal dataset and directly from new data without
labeling. performance on the new evaluated on a target forgetting previously ",
domain or dataset. dataset. learned knowledge. e e

University
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® Supervised vs Unsupervised Learning

Supervised learning

‘ Struggles with domain
Il'lpLIt data Predicted output . . . . .
® o o o Supervised learning adaptation because it relies on
SONGR Y, ® o o OO0 (> | dominates in terms of labeled data from the target
¢y 8 — — 0 9 5 accuracy and robustness domain.
Ge 79 e ® o © IR but is resource-intensive Requires additional labeling
= v ® o o R and lacks scalability. efforts when adapting to a new
Fish Pea Agpl model/algorithm d 0 m a i n .
z o . +
‘Q ‘-i\ (\_AJ] . ) )
labeled data (by supervisor) Unsupervised Iearning' WOI'kS In UnSUperVISEd domaln
while less accurate, is adaptfat'c_’“ (EDA) ISZ“'“?S by
Unsupervised learning more erxibIe, scalable, transferring knowle ge rom
and better suited for real- labeled source domains to
b nput gt ot Id licati h unlabeled target domains.
. ® O o e world applications where Often involves techniques like
95 L TN ANS) Fiata annotation is feature alignment, adversarial
A ¢ o o — 99 9 59 impractical. learning, and style transfer.
o L BT,
S e o ©o N o
SR NS WA,
® o ©

model/algorithm
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https://www.scribbr.com/ai-tools/supervised-vs-unsupervised-learning/

Related Work 2/ L

# Cross-Domain Adaption

Domain

—>

Adaptation

L Domain A ) . Domain B )

Source domain: @ Y A Target domain: [ ] /\ O v%
Re-identification (Re-ID) algorithms often struggle to generalize Cross-domain adaptation for person re-identification
effectively across different domains. aims to bridge the performance gap between two

distinct domains.
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# Effective Model Training: Contrastive learning

Contrastive learning extracts meaningful representations by distinguishing
between positive and negative instance pairs.

Otters e R bl Grizzly Bears
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# Contrastive learning (Early Foundations)
Dimensionality Reduction & } Siamese Networks } Contrastive Loss
Distance Metrics (1990s-2000s) (1993, Bromley et al.) [3] (2005, Chopra et al.) [4]
Sumit Chopra, Raia Hadsell, and Yann
Principal Comp. Analysis (PCA) [1] Siamese Networks LeCun published "Learning a Similarity
Linear Discriminant Analysis (LDA) [2]. for signature verification Metric Discriminatively, with Application to
Face Verification” in 2005

PCA: LDA:
component axes that maximizing the component
maximize the variance axes for class-separation

®
;:*: w W
e - X am ®
oE o e
® x %

[PREPROCESSING|  [PREPROCESSING |

T Brom B Broan
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# Contrastive learning (Deep Learning Era 2010s)

Dsi?iﬁézrgsii;loitévoggsef&:gCe } Supervised Contrastive Learning } Self-Supervised Contrastive Learning
' y (2017-2019) [6] (2020, SimCLR & MoCo)
Google) [5]

The FaceNetomodeI (Schroff et al., 2015) Deep Metric Learning and Supervised SimCLR (Chen et al., 2020) [7] and MoCo (He
leveraged triplet loss, a more advanced . . , : L

: ) ] Contrastive Learning extended these et al., 2020) [8] applied contrastive learning in

contrastive learning loss function, for ) .
2 ideas. Sefl-supervised tasks.
face verification.

~
4]

________ . ‘ % Supervised -k SIMCLR (4x)
! Deep Matric Leaming | s r _*SimCLR (2x)

eCPCv2-L

~
o

&
oy .
Negative = € 70F AsimCLR womg  dMoCo 4
Anchor LEARNING Pair Based Formulations m § 'E:F”é 022" AMDIM
- L oCo (2
.</F;gatwe 7 65 ecPOv2 PIRL-ens (%)
Anchor Contrastive Loss ProxyNCA Loss Language Guidance ° PIRL
Positive Positive % 6ol ‘MoCo *BigBIGAN
Triplet Loss Proxy Anchor Loss Directional Regularization %
o
]
. e e . . ) £ L eRotation
N-Pair Los: P ML Lo = 55 .
The Triplet Loss minimizes the distance artose FoRVGHL Loss elnstDisc

between an anchor and a positive S Loss 25 80 100 200 400

Number of Parameters (Millions)
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® Self-similarity Grouping (SSG) [12]

SSG explores the use of global and local features of the Unsupervised
Domain Adaptation (UDA) in Person RelD.

Target Dataset

___________________________________________

. Whole Bodies \ oW

(1) SSG uses a single network for feature extraction in
clustering, which is susceptible to the generation of

 TEpRSTE .WFDE-.. " numerous noisy pseudo-labels.
i Bottom Parts ...!-!- i

(2) SSG performs clustering based on global and local

Se'Gf'S‘m‘!a”tVl I’ Model Updating features independently, resulting in unlabeled samples
rouping with Assigned Labels . . . )
5 " acquiring multiple different pseudo-labels, leading to
Self-spaces | Self-spaceC ambiguity in identity classification during training.
- G )
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® Summary of related work

This study:

} Modern Contrastive Learning in RelD }  Contrastive Learning
(2019-Present) « Ensemble (local & global features)

* RelD

Early Works (2016-2018)

 Contrastive Learning for Domain
Adaptation [10]
+ Self-Supervised RelD [7,8]

* Triplet Loss-based Approaches [5]
« Siamese Networks for RelD [9]

Contrastive learning can be leveraged to
enhance feature representation for RelD

% Supervised ek SIMCLR (4x)
s °f *SImCLR (2x)
Q eCPCv2-L
g 70F in MoCo (4x
5 *SimCLR oCMC ¢ (4x)
2 oPIF{L 02x AMDIM
% SR -y ? We are here
Y 9CPCv2 PIRL-ens
2 PIRL oBigBiGAN
% ) & *MDCO
[3]
g
£ L eRotation
55 e|nstDisc
25 50 100 200 400 626

Number of Parameters (Millions) ‘I,
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This study aims to tackle the Unsupervised Domain Adaptation (UDA) problem
in Person Re-identification by introducing a novel framework that optimizes
and refines the adaptation process through the Ensemble Fusion component.

Multi-View Feature Fusion with
Teacher-Student Networks

Learnable Ensemble Fusion for
Global and Local Features




(3) Feature alignment
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There are two stages: pre-training the model on the source domain in a fully

supervised manner and fine-tuning the model on the target domain using an
unsupervised learning approach.

Stage 1: Fully

Supervised Training

using Source Domain A\ J A\ J

Dataset I A\u IA\J

.- Customized Labeled S
(SOUI‘C@ Pre-trammg) us Ogi)zrﬁaini)ztaelset ouree Unlabeled Target Domain Dataset
— — —
Init steo: Stage 2: Unsupervised
nit step: copy o :
O A ) Weights and Biases Student Network Training using Target

O v
L0 .
.* ' ‘. Domain Dataset

(Fine Tuning)
ResNet-based Model e — ———

Teacher Network

Trained Student Network

Trained Teacher Network
(Used for Inference)
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Methodology:: Pre-Training !LIy
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® Pre-Training: Camera-aware Image-to-Image translation on source dataset

Create the full training set for the source domain

Total training set Total generated set

Style

Training set (Style-transferred)

Transfer
\YileYe (15
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Methodology:: Pre-Training 2/ L
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® Pre-Training: Camera-aware Image-to-Image translation on source dataset

CycleGAN [13] was used to build Style Transfer Models

Cam1 Cam1-2 Cam1-3 Cam1-4 Cam1-5 Cam1-6 Cam1 Cam 1—2 Cam 1—3 Cam 1—4 Cam 1—5 Cam 1—6

\'/
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Training data from Market-1501 dataset Test data from Market-1501 dataset




Methodology:: Pre-Training

® Pre-Training: Source-domain pre-

Supervised Pre-Training

2 N - eﬁ% Total training set
Jﬁ | (Real & Style-transferred)

y
y

training

[ > >
Identity x Identity x : Identity x Identity x
I
— S —— Y IS R A e B e B I
|
< © ) ) ~ | e © = ~ ~ =
5 o o A ~N ~N — [ ) S — - =
bS] ~N — - wn e ~N = wn wn ~
a = 3 > > > > = > > > > >
- o » o [ e L Cl» Clp C Ch» S & ClL» St &
. X S 8 o o o o .1 S o S o o S
rocessin g | |m = = 2 = 2 = o 2 2 o
= = 0 o - %) o | m s o %) =
AHREIRGIRE 3| & |3 NEIRE I 3 |&] (3
X | — —
[
|
L i . [ S e et — | . .
3x 4x ! 23x 3x
lececacccacceaeasecee! lcacaccacaccacaccaa-
Convl_x Conv2_x Conv3_x Conv4_x Conv5_x

ResNet101

The overall training process in the fully supervised pre-training stage.
ResNet101 is used as the backbone in the training process.

P e = = === -

['S,triplet

LS,ID

| —

y =

2048
N features
FC Layer

\'/
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Methodology:: Fine Tuning

# Fine Tuning: Target-domain fine-tuning

Needs Related work This study
Global and local features } $SG [12] » Ensemble Fusion
consideration

Control the inter-channel

relationships of features to guide } Attention Map, Convolutional Block } Efficient Channel Attention Block
the model’s attention to meaningful Attention Module (CBAM) [14] (ECAB)

structures within the input image.

FlipRelD [15] used horizontally
flipped counterpart in supervised
learning task.

Extract information from input }

} Bidirectional Mean Feature
images effectively.

Normalization (BMFN)




logy:: Fine Tuning

# Fine Tuning: Target-domain fine-tuning

GAP (¢
lobal F global _ global global
- global Ry BMEN gl p9r99 Lrreip = Lrp + BLY tripet ]
domain’s data Student Model
A (Resnet-Based) | ~top
.I g . 'LLT,rriplet
Fbottmn hottom L?‘%ﬁ-iplet

Pre-

., processing Ensemble Fusion
Flip the imagé (with ECAB)
horizontally :

Init step: copy
Weights and Biases
Pre-trained
Model on Teacher Model T Clustering (global)

“Source (Resnet-Based) ,

Domain”

Init step: copy

Weights and Biases

Clustering (top)

v ||} sl
gL 7
R

GAP: Global average pooling
BN: Batch normalization

Clustering (bottom)

T
bottom

\\/4

lwate Prefectural
University

: Steps in which the flipped image is used



uning

# Fine Tuning: Target-domain fine-tuning

Ensemble Fusion: combine the Global and Local (Top and Bottom) features

Ensemble Fusion

Efficient Channel y 4
Attention Block m !5!

(ECAB)

Efficient Channel
Attention Block Pbottom GAP, BN

(ECAB)

A4
Ei

® Element-wise multiplication GAP: Global average pooling BN: Batch normalization " ,

lwate Prefectural

University



Methodology:: Fine Tuning 2/ L
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# Fine Tuning: Target-domain fine-tuning

The Efficient Channel Attention Block (ECAB) enhances representation capability by employing
attention mechanisms that prioritize critical features while suppressing redundant ones.

/ Efficient Channel Attention Block (ECAB) \
Max Pooling ¢™®* Refined Max Pooling ¢5yip
— ¢ e I | -

Shared Multilayer
Perceptron

—®

Refined Average Pooling
avg
CsmLp

Input Feature
¢

Average Pooling ¢**9

avg
CSMLP csMLp

\_ @ = & z 9 )

@ Addition ® Element-wise @ Sigmoid E

multiplication Enhanced Feature i

\'/
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Methodology:: Fine Tuning AU’
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# Fine Tuning: Target-domain fine-tuning
Bidirectional Mean Feature Normalization (BMFN) involving both original and horizontally flipped vectors

Given an image x; in target domain dataset, and its flipped image x'r;. After getting the feature map F™
and its paired flipped image’s feature map F'[", j € {global, top, bottom}, m € {¢, 7} . The outputs from BMFN
can be calculated as:

P
2
fi" =
m
‘ij +Fj
2 2

Horizontally

Original Image Flipped Image




Results:: Evaluation Datasets

® Three benchmark datasets

Training Set Test Set (ID/Image)
Dataset Cameras (ID/Image)
& Gallery Query
Market-1501 6 751/12,936 750/19,732 750/3368
CUHKO3 2 767/7365 700/5332 700/1400
MSMT17 15 1401/32,621 3060/82,161 3060/11,659

Market-1501 [16] CUHKO03 [17] MSMT17 [18]

\W
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Results:: Market @ CUHK & CUHK — Market AN

Market — CUHK CUHK — Market
Method Reference mAP R-1 R-5 R-10 mAP R-1 R-5 R-10
SNR 2 [50] CVPR 2020 17.5 17.1 - - 52.4 77.8 - -
UDAR [51] PR 2020 20.9 20.3 - - 56.6 77.1 - -
QAConvso 2 [52] ECCV 2020 32.9 33.3 - - 66.5 85.0 - -
M3L a [53] CVPR 2021 35.7 36.5 - - 62.4 82.7 - -
MetaBIN 2 [54] CVPR 2021 43.0 43.1 - - 67.2 84.5 - -
DFH-Baseline [55] CVPR 2022 10.2 11.2 - - 13.2 31.1 - -
DFH 2 [55] CVPR 2022 27.2 30.5 - - 31.3 56.5 - -
META 2 [56] ECCV 2022 47.1 46.2 - - 76.5 90.5 - -
ACL a[57] ECCV 2022 49.4 50.1 - - 76.8 90.6 - -
RCFA [58] Electronics 2023 17.7 18.5 33.6 43.4 34.5 63.3 78.8 83.9
CRS [59] JSJTU 2023 - - - - 65.3 82.5 93.0 95.9
MTI [60] JVCIR 2024 16.3 16.2 - - - - - -
PAOA+2[61] WACYV 2024 50.3 50.9 - - 77 .9 91.4 - -
Baseline Ours 55.2 55.7 72.1 81.0 82.2 92.0 96.7 97.6
CORE-RelID Ours M 62.9 61.0 79.6 87.2 83.6 93.6 97.3 98.7

Bold denotes the best while Underline indicates the second-best results. 2 indicates the method
uses multiple source datasets.
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Results:: Market & MSMT & CUHK = MSMT

Market - MSMT

CUHK — MSMT

Underline

Method Reference mAP R-1 R-5 R-10 mAP R-1 R-5 R-10
NRMT [62] ECCV 2020 19.8 43.7 56.5 62.2 - - - -
DG-Net++ [38] ECCV 2020 22.1 48.4 - - - - - -

MMT [22] ICLR 2020 229 52.5 - - 13.50 309t 444°c 51.1°
UDAR [51] PR 2020 12.0 30.5 - - 11.3 29.6 - -
Dual-Refinement [63] arXiv 2020 25.1 53.3 66.1 71.5 - - - -
SNR 2 [50] CVPR 2020 - - - - 7.7 22.0 - -
QAConvso 2 [52] ECCV 2020 - - - - 17.6 46.6 - -
M3L 2 [53] CVPR 2021 - - - - 17.4 38.6 - -
MetaBIN =2 [54] CVPR 2021 - - - - 18.8 41.2 - -
RDSBN [64] CVPR 2021 30.9 61.2 73.1 77 .4 - - - -
ClonedPerson [65] CVPR 2022 14.6 41.0 - - 13.4 42.3 - -
META 2 [56] ECCV 2022 - - - - 24.4 52.1 - -
ACL 2 [57] ECCV 2022 - - - - 21.7 47.3 - -
CLM-Net [66] NCA 2022 29.0 56.6 69.0 74.3 - - - -

CRS [59] JSJTU 2023 229 43.6 56.3 62.7 22.2 42.5 55.7 62.4
HDNet [67] JMLC 2023 259 53.4 66.4 72.1 - - - -
DDNet [68] Al2023 28.5 59.3 72.1 76.8 - - - -
CaCL [69] ICCV 2023 36.5 66.6 75.3 80.1 - - - -
PAOA+2[61] WACYV 2024 - - - - 26.0 52.8 - -
OUDA [70] WACYV 2024 20.2 46.1 - - - - - -
M-BDA [71] VCIR 2024 26.7 51.4 64.3 68.7 - - - -
UMDA [72] VCIR 2024 32.7 62.4 72.7 78.4 - - - -

Baseline Ours 40.1 67.3 794 83.1 37.2 65.5 77.2 81.0

CORE-RelD 41.9 69.5 80.3 84.4 40.4 67.3 79.0 83.1

OursM

WAl B

T37 mf‘j%

Bold denotes the best while
indicates the second-
best results. 2 indicates the method
uses multiple source datasets, P
denotes the implementation is
based on the author’s code.
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Ablation Study:: Feature Maps Visualization AU’
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The feature map, visualized using Grad-CAM at the global feature level,

highlights important features of each individual, represented as heatmaps.
Market - CUHK CUHK — Market

Original Image Feature Map  Overlap Flipped Image Feature Map
» ™ - Ty ;/" ™

(R
' Pasom

Overlap Original Image Feature Map  Overlap Flipped Image Feature Map Overlap




Ablation Study:: Feature Maps Visualization AL
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The feature map, visualized using Grad-CAM at the global feature level,

highlights important features of each individual, represented as heatmaps.
Market - MSMT CUHK —» MSMT

Original Image Feature Map  Overlap Flipped Image Feature Map Overlap Original Image Feature Map  Overlap Flipped Image Feature Map Overlap

nE .
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Ablation Study:: K-means Clustering Settings

The K-means algorithm was employed for clustering to generate pseudo-
labels in the target domain.

Market — CUHK CUHK — Market
Method mAP R-1 R-5 R-10 mAP R-1 R-5 R-10
Ours (M7 ; = 500) 52.4 51.4 70.6 79.1 77.4 91.0 96.5 97.6
Ours (Mr; = 700) 57.3 57.1 74.5 83.0 82.1 92.6 97.5 98.2
Ours (M7 ; = 900) 62.9 61.0 79.6 87.2 83.6 93.6 97.3 98.7
Market — MSMT CUHK — MSMT
Method mAP R-1 R-5 R-10 mAP R-1 R-5 R-10
Ours (M7 ; = 2500) 41.9 69.5 80.3 84.4 40.4 67.3 79.0 83.1
Ours (M7 ; = 3000) 39.8 66.8 78.9 83.0 37.2 64.7 76.6 80.9
Ours (Mr; = 3500) 37.6 65.1 77.3 81.8 35.0 63.1 75.4 79.8

Experimental results on different settings of number of pseudo identities in K-means clustering algorithm.
Bold denotes the best results.
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Ablation Study:: K-means Clustering Settings

Market — CUHK CUHK — Market
100 100
90 90 =
80 80 "
=7 g 70
g g
< 60 / < 60
50 50
40 40
30 30
500 700 900 500 700 900
Number of clusters Number of clusters
—-mAP —R-1 R-5 R-10 ~s=mAP -R-1 R-5 R-10
Market - MSMT CUHK — MSMT
100 100
90 90
80 80
S 70 —_— < 70
- S ._—‘_—.—_‘_-_
g — 1 g —
< 60 < 60
50 50
40 — 40 -_—
30 30
2500 3000 3500 2500 3000 3500

Number of clusters

——mAP --R-1 R-5 R-10

Number of clusters

——mAP -+R-1 R-5 R-10

o

mﬁ' "

\}th Y5, WS

A4
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Ablation Study:: ECAB and BMFN Settings

To validate the effectiveness of ECAB and BMFN, we performed an
experiment where it is removed from our network.

Market — CUHK (M7; = 900) CUHK — Market (M;; = 900)
Method mAP R-1 R-5 R-10 mAP R-1 R-5 R-10
Ours (without ECAB) 56.9 55.8 72.8 81.6 83.3 93.4 97.4 98.4
Ours (without BMFEN) 62.3 60.3 79.2 87.0 83.0 92.7 97.3 98.3
Ours (with ECAB and BMFN) 62.9 61.0 79.6 87.2 83.6 93.6 97.3 98.7
Market - MSMT (M;; = 2500) CUHK — MSMT (My; = 2500)
Method mAP R-1 R-5 R-10 mAP R-1 R-5 R-10
Ours (without ECAB) 41.2 68.5 80.1 83.8 38.0 65.8 77.5 81.8
Ours (without BMFN) 41.1 68.2 80.1 83.9 39.8 66.7 78.7 82.8
Ours (with ECAB and BMFN) 41.9 69.5 80.3 84.4 40.4 67.3 79.0 83.1

The clustering parameter values (Mr ;) is carried out from the study of K-means clustering settings.
Bold denotes the best results.

lwate Prefectural
University



Ablation Study:: ECAB and BMFN Settings
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Ablation Study:: Backbone Configurations AL

The performance of different backbone architectures (ResNet50, ResNet101,
and ResNet152)

Market — CUHK (Mg, = 900) CUHK — Market (My; = 900)

Method mAP R-1 R-5 R-10 mAP R-1 R-5 R-10

Ours (ResNetb0) 62.3 61.0 77.7 85.4 83.4 93.1 97.3 98.4

Ours (ResNet101) 62.9 61.0 79.6 87.2 83.6 93.6 97.3 98.7

Ours (ResNet152) 60.4 59.0 76.8 85.6 83.4 93.1 97.8 98.4

Bold denotes the best results.
Market — CUHK (900 clusters) CUHK — Market (900 clusters)
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Ablation Study:: Additional Experiments 4/ L
%%*ij{i

Method Reference mAP mAP mAP mAP mAP R-1 R-5 R-10

PDA-Net [16] ICCV 2019 45.1 63.2 77.0 82.5 47.6 75.2 86.3 90.2

SSG [19] ICCV 2019 53.4 73.0 80.6 83.2 583 80.0 900 924

AD-Cluster [13] CVPR 2020 54.1 72.6 82.5 85.5 68.3 86.7 94.4 96.5

DG-Net++ [36] ECCV 2020 63.8 78.9 87.8 90.4 61.7 82.1 90.2 92.7

MMT [21] ICLR 2020 65.1 78.0 88.8 92.5 71.2 87.7 94.9 96.9

MEB-Net [32] ECCV 2020 66.1 79.6 883 922 76.0 899 96.0 975

Dual-Refinement [49] arXiv 2020 67.7 82.1 90.1 92.5 78.0 90.9 96.4 97.7

SSKD [50] arXiv 2020 67.2 80.2 90.6 93.3 78.7 91.7 97.2 98.2
ABMT [51] WACV 2021 70.8 83.3 - - 80.4 93.0 - -

RDSBN [52] CVPR 2021 66.6 80.3 89.1 92.6 81.5 92.9 97.6 98.4
SECRET [53] AAAI 2022 67.1  80.3 - - 79.8 923 - -

CLM-Net [54] NCA 2022 69.7 82.3 90.5 93.2 80.9 92.4 97.3 98.3

LF2 [20] ICPR 2022 73.5 83.7 91.9 94.3 83.2 92.8 97.8 98.4

HDNet [55] [JMLC 2023 68.7 81.2 90.9 93.3 79.5 92.0 97.2 98.3

UMDA [56] VCIR 2024 67.5 80.6 90.3 93.2 81.7 93.4 97.6 98.3

CORE-RelD (w/o ECAB) Ours 74.3 84.7 92.5 94.2 83.2 93.6 97.7 98.5

CORE-RelD (w ECAB) Ours 74.8 84.8 92.4 94.4 84.4 93.6 97.7 98.7

\'/
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Ablation Study:: Additional Experiments

Method Reference mAP R-1 R-5 R-10 mAP R-1 R-5 R-10
SSG [19] ICCV 2019 13.2 31.6 - 49.6 13.3 32.2 - 51.2
MMCL [57] CVPR 2020 15.1 40.8 51.8 56.7 16.2 436 543  58.9
NRMT [58] ECCV 2020 19.8 437 565 622 206 452 57.8  63.3
DG-Net++ [36] ECCV 2020 22.1 48.4 - - 22.1 48.8 - -
MMT [21] ICLR 2020 22.9 52.5 - - 229 501 - -
Dual-Refinement [49] arXiv 2020 25.1 533 66.1 715 269 550 684 732
RDSBN [52] CVPR 2021 30.9 61.2 73.1 77.4 33.6 64.0 75.6 79.6
CLM-Net [54] NCA 2022 29.0 56.6 69.0 743 266 538 65.2 70.7
HDNet [55] IJMLC 2023 25.9 534 664 721 268 546 709 730
DDNet [59] Al 2023 28.5 593 721 768 314 638 751 793
CaCL [60] ICCV 2023 36.5 66.6 753  80.1 - - - -
OUDA [61] WACV 2024 20.2 46.1 - - - - - -
M-BDA [62] VCIR 2024 26.7 51.4  64.3 68.7 234 473 595 645
UMDA [56] VCIR 2024 32.7 62.4 72.7 78.4 34.1 64.7 76.2 80.5
CORE-RelD (w/o ECAB) Ours 41.2 68.5 80.1 838 446 722 828 86.2
CORE-RelD (w ECAB) Ours 41.9 69.5 803 844 452 722 829 863

Bold denotes the best while Underline indicates the second-best results.
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Ablation Study:: Benchmark on PaperWithCode 2, |

Unsupervised Domain Adaptation on Duke to Market Unsupervised Domain Adaptation on Duke to MSMT i stateof the o RS RSO S RO T AraE

0 e of the Art Unsupervised Domain Adaptation on CUHK03 to MSMT
Leaderboard Dataset Leaderboard Dataset £

l e of the Art Unsupervised Person Re-Identification on DukeMTMC-relD->Market-1501

] State of the Art Unsupervised Person Re-Identification on DukeMTMC-reID->MSMT17

il te of the Art Unsupervised Domain Adaptation on Duke to Market
EEEEEEEEEEEEEEE

i) State of the Art Unsupervised Domain Adaptation on Duke to MSMT
i te of the Art Unsupervised Person Re-Identification on Market-1501->DukeMTMC-relD

ji] State of the Art Unsupervised Person Re-Identification on Market-1501->MSMT17

0 e of the Art Unsupervised Domain Adaptation on Market to CUHKO3

Jan"18 Julg Jan'19 Jul'19 Jan 20 Jul 20 Jan'21 Jul 21 Jan 22 Jul'22 Jan 23 Jul'23 Jan'24 -10 u] State of the Art |Unsupervised Domain Adaptation on Market to Duke

Other models  -e- Models with highest mAP

Other models s Models with highest mAP | State of the Art Unsupervised Domain Adaptation on Market to MSMT

Source Target Paper with code (CORE-RelD) Rank Note
dataset dataset
1 DukeMTMC Market-1501 https://paperswithcode.com/sota/unsupervised-domain-adaptation-on-duke-to Top1
2 DukeMTMC MSMT17 https://paperswithcode.com/sota/unsupervised-domain-adaptation-on-duke-to-1 Top1
3 CUHKO03 Market-1501 https://paperswithcode.com/sota/unsupervised-domain-adaptation-on-cuhk03-to-1 Top1l New
4 CUHKO3 MSMT17 https://paperswithcode.com/sota/unsupervised-domain-adaptation-on-cuhk03-to TopT New
5 Market-1501  CUHKO3 https://paperswithcode.com/sota/unsupervised-domain-adaptation-on-market-to-6 TopT New B
6 Market-1501 DukeMTMC https://paperswithcode.com/sota/unsupervised-domain-adaptation-on-market-to TopT ' |
7 Market-1501 MSMT17 https://paperswithcode.com/sota/unsupervised-domain-adaptation-on-market-to-1 TopT ‘,
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Achievements and contributions

Proposed a dynamic fine-tuning strategy using a camera-aware style transfer model to reduce camera
style disparities and prevent CNN overfitting.

Introduced Efficient Channel Attention Block (ECAB) to enhance feature extraction by prioritizing
meaningful structures.

Developed the CORE-RelD framework, which employs teacher-student networks and Ensemble Fusion
component to fuse global and local features to improved pseudo-label generation.

Incorporated Bidirectional Mean Feature Normalization (BMFN) to improve feature discriminability.

Achieved state-of-the-art (SOTA) performance and reduced the gap between supervised and
unsupervised Person Re-ID.




Future Work

Limitations and Solutions

@

Only local features are
enhanced using ECAB in the
Ensemble Fusion

Improve the Ensemble Fusion
component by enhancing
global feature as well

L

CORE-RelD only consider
Person RelD

Expand to Vehicle RelD, and
further Object RelD

CORE-RelD V2

W

Only ResNet 50, 101, 152 are
currently supported

Support small backbones

\'/
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Enhance global feature by SECAB
DS Integration
—O0-

Advanced Data 10

05 02
Augmentation Techniques CORE-RelD

V2

o

O Introduction of Ensemble Fusion++

Dynamic and Flexible

Backbone Support Expansion to Vehicle and Other Objects
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